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Abstract—Message Authentication Codes (MACs) are valuable might monitor plant growth, moisture and PH-value on a farm.
tools for ensuring the integrity of messages. MACs may be built |n both cases the data is not confidential but its authenticity
around a universal hash function (NH) which was explored in and integrity are very important. For this purpose, efficient

the construction of UMAC. In this paper, we use a variation L
on NH called WH. WH reaches optimality in the sense that it €SSage Authentication Cod@dACs) [S] may be preferable

is universal with half the hash length of NH and it achieves OVer digital signature schemes [6] due to their high encryption
perfect serialization in hardware implementation. We achieved throughput and short authentication tags. A disadvantage for

substantial power savings of up to 59% and a speedup of up poth digital signature schemes and traditional MACs is that
to 7.4 times overNH. Moreover, we show how the technique hay hrovide only computational security. This means that an

of multi-hashing and the Toeplitz approach can be combined to . g .
reduce the power and energy consumption even further while attacker with sufficient computational power may break the

maintaining the same security level with a very slight increase Scheme. More severely, the lack of a formal security proof
in the amount of the key material. At low frequencies the makes these schemes vulnerable to possible shortcut attacks.
power and energy reductions are achieved simultaneously while  Universal hash functionsfirst introduced by Carter and
keeping the hashing time constant. We developed formulae for \yeqman [7], provide a unique solution to the aforementioned
estimation of the leakage and dynamic power consumptions as it E)I R hl i . | hash functi
well as the energy consumption based on the frequency and secur yprp ems. Roug y§pea Ing, universal has _unc lons
the Toeplitz parameter t. We introduce a powerful method for ~are collections of hash functions that map messages into short
scaling WH according to specific energy and power consumption output strings such that the collision probability of any given
requirements. Our implementation of WH-16 consumes only pair of messages is small. A universal hash function family can
2.95 pW at 500 kHz. It can therefore be integrated into a self- e sed to build an unconditionally secure MAC. For this, the
powered device. S .
_ _ _ communicating parties share a secret and randomly chosen
Index Terms—Universal hashing, provable security, message hash function from the universal hash function family, and a
authentication codes, scalability, low-power, low-energy. secret encryption key. A message is authenticated by hashing
it with the shared secret hash function and then encrypting the
I. INTRODUCTION resulting hash using the key. Carter and Wegman [8] showed

) _ that when the hash function family is strongly universal, i.e. a
( :OMPUTlNG technology is reaching every comer ofyonger version of universal hash functions where messages

our lives. Mgbile cqmmunication, personal computgtiogre mapped into their images in a pairwise independent
(e.g.. personal_dlgltal assistants: PDAs), and portable navigatipRnner. and the encryption is realized by a one-time pad,
devices are just a few examples of the most commonle adversary cannot forge the message with probability better
known applications. Recent advances in ultra-low-power teqp,-an that obtained by choosing a random string for the MAC.
nology enabled th_e develppment of even smaller, more mobileg|5ck et al. [9] describe a new, provably secure message
autonomous devices. Piconet [1], RFIDs [2], and “Smagihentication code (UMAC), which has been designed to
Dust” [3] are a few examples of this trend. Common 10 allchieve extreme speeds in software implementations. A hash
these devices is that they communicate wirelessly and thgjfction family namedNH underlies hashing in UMAC. In
energy source is extremely limited. Batteries for these devicggs paper we improve upoKH in order to make secure hash
are tiny and can suppl0 W for only one day [3]. Moreover, fnctions possible in ultra-low-power devices. We implement
some of these technologies collect energy from environmeni@l with power efficiency guidelines in mind and notice that
sources, such as light, heat, noise, or vibration ugio@er jts power consumption exceeds our limits by far. Instead of
scavengersScavengers based on mlcro-elect.romechanlcal S¥Htimizing the implementation even more and reducing its
tems (MEMS) produce around,W [4] relying solely on power consumption by a fraction we take a different approach.
ambient vibration. A major application of this technology igye identify the main power consumers (i.e. registers, adders)
distributed sensor networks. . . and carefully remove components one by one. We formulate

Protectln_g the mtegrlty_of data is of utmost importance fgfe resulting new algorithm§H) mathematically and prove

many application scenarios. For example, smart dust motggt it is still at least as secure bsi. While WH is consuming
that are embedded in a bridge could monitor the stress ag¥l order of magnitude less power thishi, its leakage power
inform the authorities in case of emergency. Wireless SeNnseEhsumption remains a bottleneck. The leakage power is

. . _ _ groportional to the circuit size which is proportional to the size
This material is based upon work supported by the National Smeno? the hash value which in turn is proportional to the securit
Foundation under Grants No. ANI-0112889 and ANI-0133297. prop %
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level while reducing the size of the hash value and therefdirem the set of hash functiond according to a random key
the leakage power. We use the Toeplitz approach to redugec C where the setC C {0, 1}* denotes the finite set of
the amount of key material needed. The resulting designkisy strings. In the text we will sei = Hyg for convenience.
scalable and can be tailored to specific energy and poweiThe elementlM € A stands for a message string to be

consumption requirements without sacrificing security. hashed and is partitioned into blocks B86= (my,---,my,),
The remainder of this paper is organized as follows. MWhere n is the number of message blocks of length
Section IV we introduceWH, a power optimized version Similarly the keyK € C' is partitioned ask = (k1,-- -, kn),

of NH, with an emphasis on hardware implementation. Wwhere each block; has lengthv. We use the notatiofl [n, w]
Section V we rigorously prove thatVH is universal. Sec- to refer to a hash function family where is the number of
tion VI describes how we can further reduce the powenessage (or key) blocks amdis the number of bits per block.
consumption while maintaining the same level of security Let U,, represent the set of nonnegative integers less than
by employing the technique of multi-hashing in combinatiop”, and P,, represent the set of polynomials o\&#'(2) [20]
with the Toeplitz approach. We describe our implementatiaf degree less tham. Note that each message blogk and
of both NH and WH algorithms in Section VII and presentkey block k; belongs to either/,,, P, or GF(2¥). Here
the results in Section VIII. Furthermore, we explain how th&'F'(2%) denotes the finite field o2* elements defined by
Toeplitz parametet can be used to optimiA8/H with respect GF(2)[z]/(p), wherep is an irreducible polynomial of degree
to specific energy and power consumption requirements. w over GF(2). In this setting the bits of a message or key
block are associated with the coefficients of a polynomial. To
Il. PREVIOUSWORK illustrate, suppose = 6 andp = =%+ + 1. Let us see how

The security aspects of distributed sensor networks had¥® messages (binary bit stringg))1101 and100011, can be
been reviewed byNAI Labsin [11]. However, this study fo- Multiplied in the Galois Field 5091“;(2)[5]/(1))- 101101 and
cused only on software implementations on current processbf§011 would be mapped inte® +2” 42 +1 andz” +-2 41,
whose energy consumption is far above the amount that c: pectlglely. 7Mult|gllcat|05n of ihese BtWO golynom|als yields
be supplied by a scavenger circuit. To our knowledge ngt * & + "+ 2338 Tt 2”63 tat e+ L This
much work has been done on improving the performance '5f eqU|va5IeEt tofﬁ Tttt +at tat o+l
universal hashing in hardware. Ramakrishna published a stdg{Pc€2z> = 0z” = 0 in GF(2)). Dividing this polynomial

i i =3 2
on the performance of hashing functions in hardware bas®¥? and taking the remainder, we obtainl + 2° + 2~ +

on universal hashing [12]. However, the main emphasis wiQrresponding to the bit string01110). Note that this way

on using hash functions for table organization and addreddTies are eliminated as well. Finally the addition symbol *+
translation. In an early work Krawczyk [13] proposed nev? used _to_ de_note both mtege_r and polynomlal_addmon (in a
hash functions from a hardware point of view. This workind O finite field). The meaning should be obvious from the

introduced two constructions: a CRC-based cryptographic h&&text.
function, and a construction based on Toeplitz hashing where
matrix entries are generated by a Linear Shift Feedbagk universal Hashing

Register (LFSR). The reference gives a sketch for hardwareA universal hash function, as proposed by Carter and

implementation, which includes a key spreader. However, It\'ﬁegman [7], is a mapping from the finite sétwith sizea to

difficult to estimate the power consumption of this functio i o . ;
?Qa finite setB with sizeb. For a given hash functioh € H

from a sketch. There have been no implementations reported, . message pdib, M) whereM # M’ the following
so far. In the past decade we have seen many new h?& ction is definedzih(Jvf M) =1if h(M) = h(M'), and
constructions being proposed, constantly improving in SpeSéc])therwise that is the’ functiod yields 1 when thé input

and. collision probability [9], [14]-{18]. For a survey seq essage pairs collide. For a given finite set of hash functions

[19]. However, most of these constructions have targeted egi]- (M, M) is defined asy” on(M, M), which tells us
. . . . . : ) heH Yh {4, '
ciency in software implementations, with particular emphasj atd,, (M, M) yields the number of functions iif for which

on matching the instruction set architecture of a particultéry : .
rocessor or taking advantage of special instructions ma%{a and M’ collide. When is randomly chosen fron#
P g g P nd two distinct messaged and M’ are given as input, the

available for multimedia data processing (e.g. Intel's MM c?IIision probability is equal t@, (M, M")/|H|. We give the
. o : 3efiniti0ns of the two classes of universal hash functions used
for everyday computing and communications, in numerous’,, . )
embedded applications (e.g. PDAs, mobile phones) space 5@1@“5 paper from [19]:

' efinition 1: The set of hash functiond = h: A — B is

power limitations prohibit their employment. said to beuniversal if for every M, M’ € A whereM # M’,

IIl. PRELIMINARIES |H|

. |he H:h(M)=hM)| =ég(M,M") =

A. Notations Definition 2: The set of hash functiond = h: A — B is
Let {0,1}* represent all binary strings, including the emptyaid to be:-almost universal(e—AU) if for every M, M’ € A

string. The setd = {Hk : A — B}, is a family of hash where M # M,

functions with domaind C {0, 1}* of sizea and rangeB C

{0,1}* of sizeb. Hy denotes a single hash function chosen |7 € H : h(M) = h(M')| = 0y(M, M) = ¢[H]| .
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In this definitione is the upper bound for the probability ofthat one of the main motives [9] of tHéH construction was
collision. Observe that the previous definition might actuallipo eliminate the modular reductions used in the previously
be considered as a special case of the latter withing equal proposed hash families (e.g. MMH proposed in [15], SQUARE
to 1/b. The smallest possible value feiis (a —b)/(b(a—1)). proposed in [18]) since reductions are relatively costly to
In the past many universal and almost universal hash faimplement in software. A modulo reduction involves division
ilies were proposed [9], [14]-[18]. Black et al introduced aand computation of the remainder. In hardware, however, re-
almost universal hash function family calléH in [9]. The ductions (especially those with fixed low-weight polynomials)

definition of NH is given below. can be implemented quite efficiently. The reduction becomes
Definition 3: ( [9]) Given M = (mg,---,m,) and K = an integral part of the computation and involves only a simple
(k1,- -+, kn), wherem; andk; € U,,, and for any evem > 2, subtraction at each step (see Section VII-B).
NH is computed as follows: Another point is that while processing multiple blocks, it is
n/2 often necessary to hold the hash value accumulated during the
NHx (M) = Z ((mai—1 + kai—1) mod 2%) previous iterations in a temporary register. This increases the

storage requirement and translates into a larger and slower
circuit with higher power consumption. We could achieve
perfect serialization via scaling each product of message and
key pairs with a power ofz. In the implementation this
1Iranslates into the accumulation of block products in the same
register that holds the hash of the previously processed blocks.
This eliminates the need for an extra temporary register as well
IV. WEIGHTED NH-POLYNOMIAL WITH REDUCTION as other control components required to implement the data

(WH) path.

We introduce a new hash function familyH, as a variation
to the NH construction, which improves upoNH in terms
of power, area and speed. The monomiaft —"*, which
is constant irrespective of the input, serves to optimize the
hardware implementation (see Section VII-B).

i=1

-((ma; + ko;) mod 2*) | mod 2%* .

In the same papeNH was shown to have a tight bound o
27" on the collision probability.

V. ANALYSIS

In this section we give the theorem and its proof establishing
the security ofWH.

Definition 4: Given M = (mq,---,m,) and K = )
(k1,- -+, ky), wherem; andk; € GF(2%), for any evem > 2, '_I'heorem 1:For any evem 2_ 2 andw > 1, WH[n,w] is
and a polynomiap of degreew irreducible overGF(2), wH  Universal on n equal-length strings.
is defined as follows: The intuition behind this theorem is that wh&¥H is used as
- the hash function, we can mathematically prove and quantify
WH e (M) = Z (mai—1 + kai_1) that the adversary cannot falsify our message with a better
p probability than randomly selecting the right hash value from

' N (i) all possible hashes.
- (mai + ko) 12 (mod p) . _ , - .
In this construction message and key blocks are associated Proof: Let M, M’ be distinct members of the domain
with polynomials overGF(2) as opposed to their integer™ With equal lengths. For t,)rewty we de”?t@”%—l +
counterparts in th&lH construction. In a hardware implemen—ijfl)(m% + k2i) = mk?j’ (mb;_y + kai1)(my; + kai) =
tation this completely eliminates the carry chain and thereffy #2i and so on. Let MM” be distinct members of the domain
improves all three efficiency metrics (i.e. speed, space, powérjVith equal lengths. We are required to show that
simultaneously: Due to the elimination of carry propagations,
the operable clock frequency (and thus the speed of the Pr[WHg (M) = WHg (M')] = 27" .
hash algorithm) is dramatically increased. Likewise, the area
efficiency is improved since the carry network is eliminatedsxpanding the terms inside the probability expression, we
Finally, due to the reduced switching activity, the powegbtain
consumption is reduced.
Moreover, the new scheme provides us with shorter authen- N
tication tags. The size of the authentication tag is a concern 7 ka?i (x(i_z)U)) =
for two reasons. First, the tag needs to be transmitted along i=1

n/2

with the data. Therefore, the shorter the tag, the less power n/2

will be consumed for transmission purposes. Second, the size Z(m’kzi (x(%‘”“’) (mod p)| =27 . (1)
of the tag determines the number of flip-flops needed for i=1

storing the tagNH requires a large number of flip-flops for

the double length hash output. In this construction, the storablee probability is taken over uniform choices @f, ..., k)

and transmission requirements are improved by introducingvith eachk; € GF(2) and the arithmetic is ove&F(2%).
reduction polynomial of degree matching the block size, ar®ince M and M’ are distinct,m; # m/ for somel <i < n.
hence, reducing the size of the authentication tag by half. Ndtet my; # mi,. For any choice of:, ..., ky_2, ko, ... ks
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having remains the same whereas the range is fbw {0, 1}*. A
function is selected by a kei{ of lengthw(n+2(t—1)) bits.
In other words K is composed ofn +2(t — 1)) w bit words.
We haveK = (ki, k- - -, knio(:—1)), Where eaclt; is aw bit
word. The notationk’; ; representsk = (k;, ki1, -+, k;j).
n/2 n B Then for a message strinyf € A, WH% (M) is defined as
> m'ky (x(z z)w) (mod p) | =27 @) follows.

i=1

WHI};(M) = (WHKI..TL(M)7WHK3..77,+2 (M)7
e 7WHK2t—1..n+2t,—2(M))'

n/2

Pri,_year(z) ka% (gg(%*i)w) _
i=1

satisfied for alll <[ <n/2 implies (1). Settingy and =z as

-1 -1
I Z—i)w T —i)w
vy= [Zm g 870 — ka?ix(z : ] (mod p) The circuit size scales with the data path width, i.e. the
=t =t block sizew of the message and the key. Since the collision
and probability is equal to2~* (see Section V), reducing the
n/2 block sizew will significantly increase this probability and
z= Z m kg3 W — impair the security of the system. In order to decrease the
i=l+1 collision probability without changing the word size, [9]
n/2 uses the technique of multi-hashing [10] in which different
Z mko;x (3 —Dw (mod p) random members of the hash function family are applied to
imi1 the message, and the results are concatenated to form the

hash value. We use a similar approach, however, we preserve

we rewrite the probability expression in (2) as the collision probability while reducing the word size. For

Pre,, [x(g—l)w [mks — m'ksy] = instancg, to obtair_l the collision probability afv wi_th a
block size ofw/4 bits, each message block is hasHetimes
y+z (mod p)} =27, with independent keys. The computed hash outputsl (bits

each) are then concatenated to form thebit hash result.
Since z(3 =D is invertible in GF'(2*), the equation inside The drawback of this method is that it requirégimes the
the probability expression can be rewritten as follows. key material. As a remedy one can employ the well-known
Toeplitz approach [9], [13], [21] in which shifted versions of
2.y one key rather than several independent keys are used. In this
=2 27"y +2) (mod p) case, however, since the keys are related to each other, it is
not obvious that the collision probability can be maintained.
In Theorem 2 we prove that the Toeplitz construction\iéi

koi—1(mar — mb;) + maoj—1(may + kar) — mby_q (mby; + ko)

Solving the equation fok,, ,, we end up with the following

ko1 = (mgy — mby) ™! ((xf(%*l)w)(y + 2) can still achieve the desired result.
Theorem 2:For anyw > 1, t > 1, and any evem >
*mzz—l(mm+k21)+m§z_1(m§z+kzz)) (mod p) . 2, WH”[n,w,t] is universal on equal-length strings with

collision probability of2=v¢,

Proof: For the sake of brevity we will us&/H and
WH?” instead of WH[n,w] and WH” [n, w,t], respectively.
We denote(ka;t2;—3 + mai—1)(k2itaj—2 + ma;) = kma; 25,
(Fait2j—3 + mi; 1) (Kait2j—2 + mb;) = kmj, 5; and so on.

Note that(mg; — mb,) is invertible since in the beginning of
the proof we assumed thaty; # mi,;. This proves that for
any mg;, mb, (With mg; # mj,) andy, z € GF(2") there

exists exactly oné;_; € GF(2*) which causes a collision.

Therefore, Let M and M’ be distinct members of the domaih with
PrWHg (M) =WHg(M")]=2"". equal lengths. We are required to show

bl PriWHE (M) = WHE (M)] = 27 @3)

VI. REDUCING THE POWER CONSUMPTION WITH We haveM = (mi,ma,---,my), M’ = (m},my,---,m),)

TOEPLITZ CONSTRUCTION and K = (ky, ko, -+, kyyon—1)), Wherem;, m; andk; are

The power consumed by a VLSI circuit has two compd"—‘”, w bit. wprds a_ssociated with polynqmials. Note that the
nents: Leakage power and dynamic power. Only the latifithmetic is carried out oveG'F'(2) with the irreducible
depends on frequency. This means that at lower frequenciesRiynomialp of degreew. Next we define the event; for
total power consumption is dominated by the leakage powef 11:*- "t} as follows.

consumption. Since this component is directly proportional to /2

the size of the circuit, we now aim to Qe5|gn a snTwaIIer circuit, E;: Z kmas o (x(gﬂ-)w) _
and hence, introduce the hash function famiH" [n, w, ] =

(“Toeplitz-WH") having three parameters, namelyw andt. n/2

The additional parameterstands for Toeplitz iteration count, Z kmb; 5. (x(%—i)w> (mod p)
wheret > 1, and the others are defined as before. Domin — Y
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We call each term in the summations of thea “clause” (e.g.,  The term By.mic represents the power required to charge and
(k1 4+m1) (ko +mo)z(3 D™ is a clause). Now the probability discharge circuit nodes as well as the power dissipation during
in (3) can be rewritten as output transitions. The ternts, Q,., andVpp are technology
dependent [22]. The switching activity, i.e. the number of gate
PriEy 0By NN B output transitions per clock cycle, is represented\hyand the
Without loss of generality, we can assume tidtand M/’ operating frequency by. The second term .Rg represents
disagree in the last clause (i.ex,—1 # m,,_, orm, # m)). the static power dissipation due to the leakage curfgpj,.
Notice that if M and M’ agreed in the last clause then eacfihe leakage current is directly determined by the number of
E; would be satisfied if and only if it was also satisfied whegates and the fabrication technology. For more information
that last clause was omitted. Hence, we could trunddtand about low-power design see [23]. In order to minimize the
M’ after the last clause in which they disagree, and still obtapower consumption, we designed our CMOS circuits with the
exactly the same set of keys causing collisions. following rules in mind:
Now, again without loss of generality, we can assume that, The number of output transitions has to be minimal.
m,—1 # m,_; because for each iteration &f; the key is  « The circuit size should be minimized.
shifted by two words making the case symmetric. We proceed, Glitches cause unnecessary transitions and therefore
by proving that for allj € {1,---,t}, Pr[E; is true | should be avoided.
Ei,---,Ej_y are true] = 27", implying the theorem.
For j = 1, the claim is satisfied due to Theorem 1. Fop NH

j > 1, the eventsk, through £, depend only on key The algorithm forNH is described in [9]. It is given in this

words ki, - -, kni2,—4 While E; depends also oft, 2,3 : I
and k,42;_2. By fijxing k1 thrcj)ugh kn2j—a such that]El paper in Definition 3 as
through £;_; are satisfied, and fixing any value by 2;_3, n/2
we prove that there is only one value bf,;_o satisfying NHg (M) = Z ((mai—1 + k2;—1) mod 2%)
E;. Let i=1
n/2—1
y = Z km,zi,zj (I(%*i)ﬂj _ -((ma; + ko;) mod 2%) | mod 2%¥ .
=1
n/21 L This leads to the simple functional block diagram shown in
D kmaig; (I(TZ)M> : Figure 1. The message and the key are assumed to be split into
i=1 n blocks ofw bits. Messages that are shorter than a multiple
Thus, E; becomes of 2 - w are padded. All odd message blocks are applied to

input m1, all even message blocks to inpui2. The blocks
of the key are applied similarly té1 and k2. The output of
Now we are required to prove that Adder 1 is ma = m1+ k1 mod 2%, the output ofAdder 2 is
mb = m2+k2 mod 2". These are integer additions where the
carry out is discarded. The multiplication resultsritout =
Solving the equation inside the above probability expressiena - mb. The final adder accumulates alf2 products.

for ky,42;—2, we end up with the following

Ej : kmy 25 — kmy, o, =y (mod p) .

Prlkmy, 2; — kmy, o, =y (mod p)] =27% .

kn+2j—2 = (mnfl - m{nfl)_l (y - mn(mn—l + kn+2j—3)
+mi,(my,_y + kny2j-3)) (mod p) .

Note that(m,,_; —m!,_,) is invertible since in the beginning
of the proof we assumeat,,_, # m,,_;. This proves that for
anyk:n+2j,3, Mp—1, m;hl (Wlth Myp—1 7é m%,l) S GF(?w)
there exists exactly onk,2,_2 € GF(2") which causes a
collision. Therefore,

Pr[WHL (M) = WHE (M) = 271

Adder 3 “T128

VII. | MPLEMENTATION

The power dissipation in CMOS devices can be charactéfg. 1. Functional diagram foXH

ized by the following formula [22]:
The actual block diagram for the circuit is much more

P = (1 -C-VEp + Qse - VDD) - f+N+Tear - Vbp (4) complex and can be found in Figure 2. As power consumption
2 I is our main concern and not speed, we base our design on

PLeakage . . . T . .

Poynamic a bit serial multiplier. For each multiplication of twa bit
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. ml k1 m2 . . k2
numbersw partial products need to be computed and added: R Bit Serial Adder _ _| " __ ______ ‘
W a0 6j-1 64 64 1 a
mout = 3., ma - mb[j] - 277" |
This decision gives us the ability to use a bit serial adder for |Ripple cary Adder| ! |[Right shift Register]  |Right shift Register|

|

|

:

0 |
)/Saout ‘ﬂout / |
|

|

|

1

1

|

produces one bit of the result with each clock cycle, starting
with the LSB, and it has minimal glitching. However, the

multiplicand ma has to be available immediately. Therefore

we use a simple ripple carry adder to impleméwtder 1.

Adder 2 as its resulinb[j] (indicated asnult in Figure 2) can rcasout |64 !
directly be used by the bit serial multiplier. A bit serial adder ‘ Sum Register ‘ i‘ ol Adder ’_@{ rea. coin [

ma

c_loop Lea

17128

Its main disadvantage is that it takes a long time until the ‘ Sum Register ‘ ‘ Bit Multiplier ‘ ‘ Carry Register ‘
carries propagate through the adder, causing a lot of glitching b i -~
and therefore a high power consumption. Howevatder 1 y « N
needs to compute a new result only every 64 clock cycles, | |  swap | |camy-saveAdder|
hence its dynamic power consumption is tolerable. s_out c_out
The Bit Multiplier in Figure 2 computes the partial products, 1
one during each clock cycle. The addition of the partial prod- ‘ Operand Isolation ‘
ucts is accomplished using a carry-save adder and the Right 128 s 0 F128 [c o
Shift Algorithm [24]. This adder uses the redundant carry- Fo e
save notation which results in minimal glitching as the carries
are not fully propagated. However, this requires 64 additional %ﬂﬂ

flip-flops to store the carry bits. After one multiplication has
been computed, its result has to be added to the accumulation
of the previous multiplications as indicated Bydder 3 in
Figure 1. Rather than having a separate multiplier and adder,
in the actual implementation we add the partial products of the
next multiplication immediately to the result of the previous
additions. This technique stores the result Adder 3 in
the Multiplier thus saving a 128 bit register and a 128 bit
multiplexer. ' )

The carry-save adder has separate data paths for sum g%’dz - Block diagram foNH datapath
carry. It can add the partial products of one multiplication

very efficiently. However, after the product is computed it h h dd
needs to be re-aligned before the partial products of the n&}¢ Power. Furthermore, the carry-save adder uses an extra set

multiplication can be added to this result. This re-alignmefif MP-flops to store the carries. The delay of the ripple carry
involves converting the number from carry-save notation ﬁ)dder.forA.dder 1 makes anothgr set O,f fllp-_flops necessary.
standard binary notation, i.e, adding the caries to the sum. THhie bit serial adder stores both inputs in registers for shifting.
addition is done using a ripple carry adder (Figure 2 shows tHaf these blocks add up to a significant amount of dynamic
this Ripple Carry Adder has the signatcasum as output). 2nd leéakage power consumption. Our goal for desigiiftg
Even though the products of the multiplication are 128 bif§ t© eliminate most of these power consumers.

wide, the carry is only 64 bits wide, hence the ripple carry The first step is to use polynomials ovétF'(2) instead
adder is only 64 bits wide. This sum needs to be comput€fintegers. Using such polynomials completely removes the
only after a multiplication has finished, i.e., every 64 clockarries. Therefore the costly adders can be replaced with
cycles. As the result is not needed during the other 63 cloginple XOR gates which consume significantly less dynamic
cycles, we isolate the operands from the ripple carry addapnd leakage power. Because of their much shorter delay we do
hence the adder does not consume power due to switchifj need a register aftérdder 1. Also the implementation of
activity when its output is not needed. After one multiplicatiofhe bit serial adderAdder 2) becomes much simpler, only one

is completed and the result is re-aligned, the carry registers &febit shift register is needed. We also replaced the carry-save
set to zero for the next Computation. adder of thel\/lultlpller and Adder 3 combination with XOR

gates, and thereby removed the whole carry path including
the carry register, the multiplexer, and the ripple carry adder
B. WH to realign the sum.

The design oWH was conceived by inspecting our imple- Moreover, we are reducing the result to 64 bits using an
mentation ofNH and removing the main power consumersrreducible polynomial. This provides a shorter authentication
The main drawback oNH for hardware implementations istag, reducing the power consumed for its transmission. In our
its use of integer arithmetic. Even though we use a carry-sadvardware implementation the iterations of the multiplication
adder in the multiplier, mergé&dder 3, and use ripple carry and the reduction operations are interleaved eliminating the
adders with operand isolation on paths that are active omlged for extra space to store the partial product. Furthermore,
every 64 clock cycles, the integer adders still consume mostusfing low Hamming-weight polynomials the reduction can

S_sum-7128

sout
'
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be achieved with only a few gates and minimal extra delagrder to achieve the same level of security for a word size of
We are performing the modulo reduction after every sing& bits we would hash the message twice. Hence, the Toeplitz
addition. This keeps the reduction circuit simple and the resititration countt would be two. The implementation of this

is never larger thaw bits. However, theMultiplier andAdder is calledWH-32. In order to hash the same input of 128 bits
3 can no longer be merged due to the reduction. This WH-32 would need to compute four hashes. The length of the
expensive as we need to have not just one adder but diig@l output is the same.

one extra 64 bit register. In order to avoid this penalty we

multiply each product by:( ~)*. This enables us to merge mt ooom k2
the Multiplier and Adder 3, eliminating the need for the balt bl bat bat
register and the adder. These modifications lead to Definition 4 ‘ ‘ ‘ ‘

XOR XOR
for WH: ma /vffezm mb /tht
n/2 ‘ Bit Multiplier It Left Shift Register F—
WH (M) = (mai 1 + kai1) afen
=1 »— 0
- (ma; + k2i) 27 (mod p) . ‘ ' b tean sin
Note that even though the functional diagram WH (Fig- ‘ XOR ‘ ‘Modulo Reducﬂon‘
ure 3) differs from the one foNH (Figure 1) only in the m—°“tfs‘”‘ mantezum
size of the output and the modulo reduction block, the block ‘ Sum Register ‘ Left Shift

diagram ofWH (Figure 4) differs vastly from the one fo{H

. sout -T64/t m loo 4t
(Figure 2). ) _100p

\

Fig. 4. Detailed block diagram fowH datapath depending on Toeplitz
parametert

D. Control Logic

The control logic manages the switching of the multiplexers,
loading of the next data set and resetting of the carry registers.
Due to the iterative nature of our multiplier, the control logic
requires a counter. Traditionally, counters are built using a

register and a combinational incrementer. The incrementer

1 requires long carry propagations which cause glitching and
Adder 3 Lo introduce latency. As the critical delay of the datapath is
minimized in our design to only a few levels of logic, the delay

sum 764 of an incrementer would create a bottleneck in the control

! circuit. Hence, optimization of this unit is critical. Instead of an
integer counter, we use a linear feedback shift register (LFSR)
with 6 flip-flops for NH and WH-64, enhanced to “count”
up to 64. LFSRs have minimal glitching and therefore make
power efficient and fast counters. The control logic YaH-

C. WH with Toeplitz Construction 32 andWH-16 uses the same principle and “counts” only to

We have shown in Section VI that it is possible to pre32 and 16. The same control logic was used Nt and all
serve the security level while reducing the word size if theersions ofWH.

message is hashed multiple times with independent keys. The

Toeplitz approach describes how these keys can be generated VIIl. RESULTS

efficiently. For our implementation we assume that the circuit, We used the TSM@.13 um ASIC library, which is char-

which generates the messages and the keys, implements i0ig,eq for power, and the Synopsys tools Design Compiler
approach and delivers keys and the appropriate parts of ey poyer Compiler for synthesizing our designs. The results

message to our hash function implementation. _ of the simulations on many input sets were verified with the
Figure 4 shows a detailed block diagram i depending Maple package [25] for consistency.

on the Toeplitz parametar. We define the word sizev as

64 bits. The block size is the word size divided by the Toeplitz

parametert. The implementation ofVH with a 64 bit word A- NH andWH

size, i.e.t = 1, is calledWH-64. The minimum input length  Table | shows the results for power, area, and delay
in this case i2-w = 128 bits. Half of these bits are applied tofor the hash implementations ddH and WH, synthesized
m1l and the other half tan2. The same holds for the key. Infor 100 MHz. WH consumes 41% of the dynamic power and

Fig. 3. Functional diagram foWWH
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TABLE |
COMPARISON OFNH wiTH WH AT 100 MHz

Dynamic Leakage Energy Circuit Delay /
Design Power Power Area Speedup

nW % | uW % nJ % | gates| % ns | x
NH 1093.9| 100 | 28.1 | 100 | 0.72 | 100 | 5291 | 100 | 9.92 | 1.0
WH 4523 | 41 94| 33|030| 41| 1701 | 32| 135| 74

33% of the leakage power dfiH while at the same time T = ¥, the total energy consumption is related to the block
consuming only 32% of the areaVH andNH need the same size and the frequency as

number of clock cycles to compute a hash value from the same 1
input but WH can run 7.4 times faster thaiH. We proved E o w? (c+ ) .

that WH provides the same level of security. f
The slight nonlinearity observed in Table Il can be explained
B. WH with Various Block Sizes by considering the control and the modulo reduction units,

. . . . which are the only parts in the circuit that do not scale
6 4W€'3 émbptleme:lt%c;NH V\gtq GbIt?'(t:k Slliefé OfTGf)l blhs Q:]VH' linearly with the block size. The size of the modulo reduction
), its WH-32), an its \H-16). Table 1l shows nit depends on the primitive polynomial and can be made

the results for power, area, and delay for these hash imple- . . I ) : . )
mentations, synthesized for operation at 100 MHz . ﬁeghglble by utilizing a low-Hamming weight polynomial

such as a trinomial. The control unit scales with the logarithm

TABLE Il of the block since an LFSR offlip flops may be used to count
COMPARISON OFHASH IMPLEMENTATIONS AT 100 MHZ through2” — 1 states. This explains why the reduction is not
exactly linear. The critical timing path in all implementations
Dynamic Leakage Circuit Delay / is from the control logic to the shift register.
Design Power Power Area Speedup

W % | uW % | gates| % ns X . .

WH-64 || 4523 | 100 | 9.36 || 100 | 1701 | 100 | 1.35 | 10| C- WH with Toeplitz

WH-32 || 217.5| 48 | 481\ 51| 873 | 51| 131 1.0 Table 11l shows the power consumptions of three implemen-

WH-16 || 126.2| 28 | 232 )| 25| 460 | 27 | 0.76 | 18 tations ofWH. The first one is the standard implementation of

WH with a block size ofw = 64. The other two implemen-

. . tations are utilizing the multi-hashing technique with= 2

It can be seen in Table Il that the dynamic and Ieaka%e . 9 . 9 q .
. A nd4, and with block sizes ofv = 16 and 32, respectively.

power.consumptlons as well as the circuit slz€ are rgduced ‘f'll'{e figures given in Table Il represent the power/energy

most Ime_arly with th_e blqc_k siz€. we analytl_cally ve_rlfy theS%onsumptions of the three hash algorithms for processing the

observations. For simplicity, in our analysis we ignore the

Lo . . Same amount of input data (i.e. 64 bits).
contributions of the control and reduction units to the power In the table we observe that both the dynamic and the

consumption. From the power dissipation formula for CMO 2 akage power consumptions decrease almost linearly with
(Equation 4) we see that the leakage power is proportionafjl ge p : mptio y
to the number of gates (i.e. are) used: Pyoo. o A. The Increasing multi-hash iteration coutit We observe the same

X . . e behavior for all frequencies. On the other hand the energy
area in turn is proportional to the block size, i~ w, and : : ;
therefore consumption stays about the same regardless of multi-hashing
and only increases with decreasing operating frequency. Also
notice that the leakage power remains the same and it becomes

The dynamic power consumption is proportional to the opeif€ limiting factor at lower frequencies. One way to reduce

ating frequency and the number of logic transitiof;,,, o the dynamic power consumption is to lower the operating
fN. Since N « w, the dynamic power consumption scale§equency. However, this increases the energy consumption as

PLeakO(w-

with the frequency and the block size as follows. the leakage power is now consumed over a longer period of
time.
Ppyn < fw As evident from the table using the Toeplitz approach it

is possible to reduce the power consumed to hadghits of
data. We next analyze the dependency of power and energy on
the block size, the operating frequency, and the multi-hashing
iteration count. As a first step we defineas a constant block

Here ¢ is a fixed constant factor. The enerdy consumed Size of 64 bits. The Toeplitz count is In order to achieve

is the total power times the running tim& = PT. Since the same security for an implementation with a block size of

% the result has to be hashédtimes. The effective block

1The area is given in terms of two input equivalent NAND gates. length becomess’ = %. This approach reduces the power

The total power consumptiof? = Ppy, + Preqr IS related
to f andw as
Pxwlef+1).
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TABLE Il
COMPARISON OFPOWER AND ENERGY CONSUMPTION

100 MHz 500 kHz 1 kHz
DeSign PDyn PLeak I E PDyn PLeak P E PDyn PLeak P E
uW uW uW nJ uW wW uW nJ nw uW | uW nJ

WH-64 452.3 9.36 | 461.7 | 0.30 2.261 9.36 | 11.62 | 1.49 4.523 9.36 | 9.37 | 599.5
WH-32 2175 481 | 222.3| 0.28 1.087 481 | 590 | 151 2.175 481 | 482 | 616.4
WH-16 126.2 2.32| 128.6 | 0.33 0.631 232 | 295 151 1.262 232 | 231 | 592.9

consumed to hash a block af bits independently of the

operating frequency as 5e-05 -

w
Pbyn o fw’:f? , and 4e-05 -

w
:
The total power consumption is found as

’ r_
PLeak X w =

-
7))

3e-05 7
Power

7

2e—05 1

P %(Cer 1)

wherec is a fixed constant factor. This is in line with what we 1e-05 1
have observed in Table lll: The total power consumption is
reduced by a factor of This improvement does not come for
free. Since we have nowblocks of lengthy’, where each will

be hashed times, it will taket times longer to compute the 725100
hash ofw bits of data:T’ =tT = t%. However, the energy
remains unaffected: '

16

0
Frequency g

f

Figure 5 shows how the power consumption of a circuit
depends on its area and the clock speed. The graph is extrap-
olated from simulation data at 100 MHz. It shows clearly that
at low frequencies the power consumption scales linearly with
the area, i.e. the leakage power is the dominant part. At higher
frequencies the dynamic power takes over. The dynamic power
consumption scales linearly with the frequency. Note that the
frequency axis in Figure 5 is logarithmic and only the powers
of ten are shown.

The energy consumption is shown in Figure 6. The axes
have a different orientation than in Figure 5 such that the
frequency is decreasing towards the right and the area is
decreasing towards the left. The frequency axis in Figure 6
is in logarithmic scale. Figure 6 demonstrates that the energy 100
consumption decreases linearly with increasing frequency.
However, the energy consumption is independent of the area. Area3°°350400 11 1°Frequency
This allows us to reduce the circuit size, i.e. increase the
Toeplitz parametert, without any penalty on the energyFig.- 6. Energy Consumption
consumption. Reducing the circuit size decreases the leakage
power and at low frequencies this has a big impact as shown
in Figure 5. It is now possible to increase the frequency to a a) Equalizing Runtime:We have demonstrated that the
level such that the power consumption is the same as it wekmeplitz construction provides a drastiefold reduction in
before reducing the area. Looking back into Figure 6, we c@ower consumption and circuit size at the pricetdfmes
see that the energy consumption is reduced while the povatswer hash computation. In order to maintain the runtime
consumption remained the same. This is a powerful tool fone may decide to increase the operating frequeniisnes:
optimizing this hash function with respect to specific energf/’ = f t. In this arrangement the dynamic power consumption
and power consumption requirements. does not depend ohanymore, only the leakage power does.

1 Fig. 5. Power Consumption
E' =P'T xw? <c+ )

6e—07 1
5e—07 -
4e—07 -
Energy 3e—07 -
2e-07 -

1e-07 -
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TABLE IV
COMPARISON OFPOWER AND ENERGY CONSUMPTION WITH f/ = ft

f =100 MHz f =500 kHz f =1 kHz
DeSign f/ PDyn PLech P E f/ PDyn PLeak P E f/ PDy'n PLech P E
MHz uW uW uW nJ kHz uW uW uW nJ || kHz nwW uW | pW nJ

WH-64 100 | 452.3 9.36 | 461.7 | 0.30 500 | 2.261 9.36 | 11.62 | 1.49 1| 4523 9.36 | 9.37 | 599.5
WH-32 200 | 4355 4.81 | 440.0 | 0.28 || 1000 | 2.175 4.81 7.00 | 0.89 2 | 4.350 481 | 482 | 308.4
WH-16 400 | 505.0 2.32 | 507.3 | 0.32 || 2000 | 2.525 232 | 4.84| 0.62 4 | 5.050 2.32 | 2.32 | 1485

specifically, we considered hardware implementations of uni-

. . w versal hash functions with an emphasis on low-power and
ff=ft T"=T x — :
f reasonable execution speed.
. Y . ) w NH produces a hash of lengtw and was shown to b
Ppyn < fTw = fw Leak = PLeak X 7 almost universal. On the other hant¥H reaches optimality
and is proven to be a universal hash function family with

P x w (cf + 1> E" o w? (C+ 1) a much shorter hash length af. Since its combinatorial

t tf properties are mathematically proven, there is no need for

The most important result of this is that at low frequenci¢®aking cryptographic hardness assumptions or using a safety
(i.e. P, < Py..;) the total power consumption as well agnargin in practical implementations. In addition, this scheme
the energy consumption scales with the Toeplitz paranteteriS simple enough to allow for efficient constructions.

Our implementation ofWH shows power savings of up

2
for low frequencies : B 1w P’ x 1w to 59% for dynamic power and 67% for leakage power
tf t consumption. It uses 68% fewer gates and can run 7.4 times
for high frequencies : B « w? P'xwf faster tharNH. However, we observed that at lower operating

frequencies, the leakage power constitutes the dominant part

Table IV shows that the energy needed to compute the haghthe overall power consumption. The only way to reduce
of a 128 bit data block can be reduced without affecting thfie leakage power is to reduce the circuit size. Therefore, we
runtime. The dynamic power consumption remains roughfpplied multi-hashing integrated with the Toeplitz approach
constant as time increases, but the leakage power consumptiPBur hash functiowVH resulting in the designg/H-32 and
is reduced. Note that the header of the table specifies {ig4-16. Without sacrificing any security we achieved drastic
frequency f only. The actual clock frequency’ for WH-64  power savings of up to 90% ovétH and reduced the circuit
is equal tof, for WH-32 it is twice higher { = 2) and for sjze by more than 90% to less than 500 gates at the expense
WH-16 it is four times higher = 4). of a very slight increase in the amount of key material.

The only way to reduce the leakage power of a circuit, asideWe presented a powerful method for optimizi¢H with

from_ using aQifferent technology, is to reduce_the_ cir_cuit Siz_?espect to specific energy and power consumption require-
Multiple hashing enables us to reduce the circuit size Whilgots “\ve have shown that with the introduction of multi-

maintgini_ng the security level. The amount of additional ke?{ashing { times) together with the Toeplitz approach the
material is re(_juced thrqugh the Toeplitz approach so that tis,, it size and the power consumption is reduced by a factor
becomes a viable solution. Table IV shows that at 500 kHz , \\hile it takes ¢ times longer to compute the hash
v;/]e C?]n I;eduge t_ne power an: eger%y c_ohnsrl]Jmpnons by Mierefore the energy consumption stays about the same. On
t a:jn_ a han still compute tfe_ as Vr\]’_'t ft e same SecUrlye sther hand the operating frequency may be increased
and in the same amount of time. This frequency is USgfl,as 1o achieve the hash without increasing the runtime. Then
in sensor node implementations [28)H can operate with the dynamic power consumption is increagedld, however,

6;15 little as4.8(/;W gthOOO kHz. This is in the range Oflthe leakage power is not affected. Hence, at low frequencies
the power produced by a MEMS scavenger [4]. We wou .€. Ppyn < Preqr) the total power consumption as well as

like to note that we used an ASIC standard cell library 4 anergy consumptions decrease linearly with increasing pa-

E_btf]'n these results. A ful clustohm LC;]desflgnhwould y|eI(:] ev? etert. This is a powerful technique to decrease the circuit
igher power savings. We also think that further research co e, and the power and energy consumptions simultaneously

be df’”e to a'pply the technique of.voltage scaling to bo\Wﬂile maintaining the hashing speed. The only limiting factor
algorithms to improve the power savings. is the maximum operating frequency.

By designing the new algorithms with efficiency guidelines
in mind and applying optimization techniques, we achieved

In this paper, we propose a variation Nt (the underlying drastic power, energy and area savings. Our implementation
hash function of UMAC), namelyWH. Our main motivation of WH-16 consumes only2.95 W at 500 kHz and uses
was to prove that universal hash functions can be employedly 460 gates. It could therefore be integrated into a self-
to provide provable security in low-power applications. Morpowered device. This enables the use of hash functions in

IX. CONCLUSION
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ultra-low-power applications such as “Smart Dust” moteg1]
RFIDs, and Piconet nodes. By virtue of the security and
implementation features mentioned above, we believe that th
proposed universal hash function together with the Toeplitz
approach will fill an important gap in cryptographic hardwar(F2 3
applications

[24]
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